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Abstract

ATM-based integrated services networks are likely to rely

on the Virtaal Path (VP) concept as an intermediate re-

source management layer wherein key decisions concerning

resource allocation, sharing, and flow aggregation are made.

In this paper we consider the impact that statistically multi-

plexing heterogeneous services on VP connections will have

on network design and management. Based on simple mod-

els we consider several questions with perhaps surprising an-

swers including the following. Given two traffic types with

different quality of service requirements, should one segre-

gate such flows on their own VPS, or is it to the network’s

advantage to multiplex the flows on a single VP guarantee-

ing the most stringent QoS requirement? Assuming two VPs

have been set up between a given origin-destination pair and

heterogeneous flows are to be carried, how should one route

the connections to achieve good performance?

1 Introduction

Asynchronous Transfer Mode (ATM) has been designed to

meet the possible needs of integrated broadband communi-

cation networks. This technology is based on multiplexing

and switching cells transported on virtual channel connec-

tions (VCCS). Virtual path connections (VPCS) allow for

joint handling of a bundled VCCS and can serve as an ef-

fective way of reducing complex switching in a core net-

work, The VP layer is in fact likely to serve as an inter-

mediate resource management layer, wherein key resource

allocation decisions are made on a somewhat slower time

scale than typical connection times. Indeed, one can use the

VP layer to simplify call admission control, routing, and to

segregate traffic based on QoS, traffic characteristics, or ser-

vice classes. This paper addresses the question of whether
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or not segregating heterogeneous traffic with different QoS

requirements on separate VPS is desirable. We shall see that

traffic heterogeneity plays a critical role in multiplexing, and

careful allocation of traffic mixes is essential in achieving

good performance.

Similar care is needed in making routing decisions in a

heterogeneous environment. There is much research and ex-

perience with routing policies in circuit-switched networks

but one might ask if these principles will extend to multi-

service networks. In circuit-switched networks, there exists

a clear separation among connections, and the reserved re-

sources for each connection are well defined from the start.

Schemes such as selecting the “least-loaded path” can be

useful for routing in single service networks because they

tend to balance the traffic load across the network and min-

imize the blocking probability [4]. However, in a multiser-

vice network, it has been suggested that “worst-loaded path”

might be preferable in order to leave room on the “least-

loaded path” for the connections with high bandwidth re-

quirements [12]. Various other routing principles such as

trunk reservation have been investigated, and these are likely

to also play a role in integrated services networks, see e.g.,

[7].

In this paper we consider the impact that heterogene-

ity and statistical multiplexing might have on the design and

performance of simple routing decisions, such as selecting

among two possible VPCS that have already been dimen-

sioned. Although we assume capacity has been partitioned

among VPCS one would nevertheless hope that a moderate

degree of statistical multiplexing can be achieved by sharing

the resources allocated to VPCS. One difficulty in consider-

ing the role of statistical multiplexing in such systems is that

the “effective bandwidth” required for each traffic stream

may be dependent on the current load and capacity of the

system, see e.g., [12]. A simple example can illustrate this

and show how it might in turn impact routing policies. Con-

sider a link shared by two types of traffic whose cell arrival

rates are for simplicity modeled by Gaussian random vari-
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ables with means ml ,nt2 and variances o~,cr~ respectively.

Suppose the link currently has nl and n2 ongoing connec-

tions of each type. It can be shown [9] that the capacity

requirement is then roughly given by

C(lq ,nz) = (nlml + nzmz) + k~z,

where k is an overall QoS parameter related to a link over-

flow probability. The bandwidth required for an additional

connection of Type 1

ac
&=ml

can be approximated byl

+ ~ ko~ (nla~+nzo~)–~. (1)

Note that the key factor determining the marginal band-

width requirement is the variance of the aggregate traffic

nl a; + n26~ currently on the link, suggesting that it may

be of interest to monitor the variance in order to estimate

bandwidth requirements for incoming sessions. Based on

this example we conclude that, it may be “cheaper” (con-

suming less additional bandwidth) to route a new connection

through a link whose current aggregate variance is large, In

turn by selecting routes with minimum marginal bandwidth

requirements one might make more resources available to

incoming connections or other types of services.

This argument is in sharp contrast to typical routing

policies that try to balance the loads on the network. Indeed

a naive interpretation of(1) suggests that we might want to

generate imbalances on various routes because they may re-

sult in better multiplexing, and are thus more “economical.”

In the usual circuit-switched environment, the bandwidth

requirement for each traffic stream is a constant indepen-

dent of other traffic currently sharing the links. By contrast,

in packet-switched networks statistical multiplexing and the

traffic mixes on the link will affect the bandwidth require-

ments and thus judicious routing of connections may im-

prove the system performance. In this paper we shall show

that this is indeed the case, Routing decisions which ac-

count for the impact of statistical multiplexing, and the rel-

ative loads of various traffic types can significantly improve

performance.

The balance of this paper is organized as follows: fj2

discusses the role of statistical multiplexing and nonlinear

call admission regions of heterogeneous traffic. A simplified

VP layout problem is analyzed in $3. Routing issues are

discussed in $4 and followed by conclusions.

1This approximation is based on the derivative of C(nl, n2) with re-

spect to a continuous variable nl. It can be shown to be accurate when

the aggregate variance is high.

2 Statistical Multiplexing, Traffic Mixes,

and Admissible Region

We first review bufferless statistical multiplexing based on

well known effective bandwidth results, see e.g., [8]. Sup-

pose N i.i.d. traffic streams are carried on a bufferless link,

and each stream has an arrival rate Ai(t), i E [1, ...N]. As-

sume that the link capacity is c and the overflow probability

requirement is & Based on Chernoff’s bound [1], the over-

flow probability is upper-bounded by

IP(’$Ai(t) > c) < exp(– sup[c(l – NA(8)]) <8, (2)
i= 1 0>0

where A(e) = log(iE[exp ((lAj(t) )]) is the logarithm of the

moment generating function of Ai (t).

In order to meet the overtlow probability requirement,

the link capacity c needs to satisfy the following inequality:

SU$EI –NA(0)) > – log(~),

+A”(;) =sug(;e-A@)) > –+. (3)

The minimum capacity fi = u(5) which satisfies (3) is

the “effective bandwidth” of each traffic stream subject to

the QoS requirement 6 on the bufferless link. Moreover,

A*(x) is an increasing function on [m, +CO] [10], where

m = E[Ai (t)] and A*(m) = O, see Fig. 1. When the num-

ber of connections becomes large, the right hand side of (3),

– M decreases and u(6) moves toward m, showing that~,
the “economies of scale” will eventually allow the resource

allocation to be based on source’s mean rate.

t A’ (X)

ol,>
m x

Figure 1: A typical A* (c) .

One can generalize the results to multiple traffic types

and analyze the statistical multiplexing among heteroge-

neous traffic. Let us define the admissible region fl(c) for

a bufferless link with capacity c as the set of all combina-

tion of connections (nl,..., W) from J traffic types which can

be carried simultaneously subject to an ovetiow probability

constraint 8. For the sake of simplicity and illustration, we
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consider the case of two traffic types in the following dis-

cussion.

Based on Chernoff’s bound in (2), a pair (nl, n2) ~ Jl(c)

should satisfy the following inequality:

SU:(C(3 – rzlA1 (e) – n2A2(e)) > – log(~),

where c is the link capacity and Al(5), AZ (8) are the log-

arithms of the moment generating functions of Type 1 and

Type 2 traffic respectively. It has been shown in [6] that

the complement of the admissible set is a convex region,

and it was suggested in [2, 8, 5] that a linear approxima-

tion could be used to represent the boundary of admissible

region. However, this linear approximation of admissible

region boundary is not always accurate.

In Fig. 2 we plot the admissible region of a bufferless

link with capacity 25 and its linear approximations. The

two traffic types are on/off which have peak rates 1 and 0.5

with mean-to-peak ratios 10% and 9070 respectively. Fig. 2

shows that the admissible region’s boundary is convex and

that linear approximations need not be accurate, suggesting

that the effective bandwidth of each traffic type is indeed

state-dependent and sensitive to traffic mixes. For compari-

son, we increase the link capacity 4 times, and the new ad-

missible region is plotted in Fig. 3. As can be seen in the

figure, the admissible region is more “linear” and the linear

approximations are likely to be more accurate due to better

multiplexing among different traffic types.

Such nonlinearities have been recognized, see e.g., [1 1],

where they are called the diversity cost and an attempt was

made to quantify them. It was pointed out in [3] that the to-

tal allocated bandwidth for a single type of aggregate traffic

needs to exceed a critical value in order to make the traffic

“statistically-multiplexable.” Thus a minimum capacity is

required to see the “economies of scale.” The results in [3]

also showed that multiplexing “statistically-multiplexable”

and “nonstatistically-multiplexable” will create a nonlinear

admissible region which can not be effectively approximated

by a linear hyper-plane.

Our premise herein is that the traffic mixes impact multi-

plexing, even though the impact may be neglected when the

number of connections (or system capacity) becomes large.

In carrying multiple traffic types on segregated VPS, where

the bandwidth and number of connections are both moder-

ate, the admissible region is indeed nonlinear due to the di-
versity in burstiness and insufficient statistical multiplexing.

The traffic composition will thus be an important factor in

bandwidth dimensioning and management of VPS.

Figure 2: An admissible region and its linear ap-

proximations,

Figure 3: Another admissible region.

3 Integration or Segregation of Traffic?

It is generally believed that one should segregate traffic with

different QoS requirements on their own VPS. The intuition

is that if we multiplex traffic with different QoS require-

ments on the same VP, then the overall QoS for the VP shall

be the most stringent QoS requirement. By providing a QoS

that is more stringent than necessary to some traffic streams,

we waste network resources. However, due to the nature of

statistical multiplexing, it may still be more “economical” to

put all traffic on the same VP. In the following we use an ex-

ample of two traffic types to illustrate the roles of statistical

multiplexing and traffic mix.

Suppose there are N total connections which consist of a

fraction ~1 of Type 1 flows and a fraction ~2 of Type 2 flows,

where ~1+ fz = 1.2 In order to get a qualitative understand-

ing, we shall resort to Gaussian traffic models for which an

explicit expression for bandwidth requirements exists. The

2For simplicity we assume jj, f2 are real numbers even though they

should be restricted to multiples of ~ such that h’~1, IVf2 are hk%ers.

0-7803-4386-7/98/$10.00 (c) 1998 IEEE



cell arrival rates of each traffic type are modeled by Gaussian

random variables with mean and variance (ml, c;), (m2, @

respectively. We assume that the two traffic types are carried

by a bufferless link and require cell loss ratios of 10-6 and

10-3 respectively, The goal is to decide whether to partition

a link into two segregated VPS, or form a single shared VP,

and we need to assess the bandwidth requirements for the

two options.

The total required capacities for these two cases are:

c1 = N(flr’nl + f2m2) + I@/flo; + f2a; (4)

C2 = N(flml + fzmz) + @[kl ~+ kz@](5)

where kl and k2 are the QoS parameters. For the Gaus-

sian model, the tail distribution can be captured by the de-

viations from mean, and kl, k2 correspond to the standard

deviation multiples [9]. The bandwidth requirements of

a single shared VP and segregated VPS are shown in (4)

and (5) respectively. Without loss of generality, we assume

kl > k2. For the aforementioned QoS, kl and k2 are 4.7534

and 3.0902 respectively. We are interested in a condition

making c1 < C2, so it is advantageous to form a single VP

and give Type 2 traffic a better QoS, rather than setting up

two VPs. In other words, the benefit of statistical multiplex-

ing outweighs the loss in over-provisioning for a better QoS.

Surprisingly, the condition depends only on ~ and fl,

where N plays no role. Indeed for c1 < C2,we need that

r F7kl f1(~)2+k2/~2k1 f1(a2)2+l–fl

which can be rewritten as

(6)

Hence to decide whether or not to integrate two types of

traffic on the same VP, one needs to assess the ratio of their

variance, versus a function of their QoS requirements and

the traffic mix.

In Fig. 4 we plot the threshold of ~ as a function of the

traffic mix fl with the aforementioned kl and k2. The thresh-

old defines the integration and segregation regions. For ex-

ample, for ~ = 0.6, we should form a single VP when the

fraction of Type 1 traffic exceeds 0.35. Otherwise, it is more

efficient to have two VPS with different QoS.

Based on the regions shown in Fig, 4 it is clear that

when fl is small, the ratio of ~ needs to be large in order to
make integration beneficial. An interpretation for this might

be that we waste a larger amount of bandwidth in bring-

ing a better QoS to Type 2 traffic (i.e., integration) when

fl

Figure 4: Traffic mix vs. ~ .

fl is small. Thus only when Type 1 traffic is “bursty”, i.e.,

has high variance, can the benefit of better multiplexing out-

weigh the waste of bandwidth due to QoS over-provisioning.

Therefore, the threshold% should be larger when fl is small,

as shown in Fig. 4. By contrast when fl is large, the Type 2

traffic becomes less significant, so the threshold ~ becomes

less stringent, i.e., integration is desirable. The trade-offs of

integration are captured by the curve in Fig. 4.

Note that % serves as a scaling factor for the the

curve in Fig. 4. If kl and k2 are close, then the threshold

~ for integration becomes small, which increases the in-

;;gration region. That is, one is indeed likely to integrate

traffic with similar QoS requirements when minimizing the

bandwidth reservation.

One can look at the problem of whether to integrate or

segregate from a different perspective. Suppose nl and nz

are the numbers of Typel and Type 2 connections carried by

the system. Inequality (6) can then be written as:

In Fig. 5, we plot the integration and segregation regions

with respect to nl and n2 with aforementioned kl, kz and

~ = 0.6. The figure clearly indicates that the ratio of nl and

;2, rather than their magnitudes, determines the decision.

These results show that accounting for the efficiency

of multiplexing is essential in order to minimize the total

bandwidth reservation. For cases with more than two traffic

types, these observations still hold, but a simple criterion for

the decision is unlikely because of the increased complexity.

Nevertheless optimal VP formations of multiple traffic types

could be determined numerically or by simulation. Indeed
see [13] for an example in the case of ordoff traffic. Finally

we note that the ratio of bandwidth savings to total band-

width requirement is proportional to ~ and thus becomes
@
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Figure 5: Integration and segregation regions.

less significant as system size increases, see [13].

4 Routing and Traffic Mixes

We have shown that it might be more efficient to carry mul-

tiple traffic types on the same VP. With efficient multiplex-

ing, we minimize the total reserved bandwidth and in turn

allow more connections to enter the system. However, using

multiple VPs might be preferable (or necessary) in some cir-

cumstances. For example, we might choose to use multiple

VPS through different links to increase reliability or due to

capacity constraints. By doing so, we ensure that if a VP

fails, the traffic can be quickly rerouted to other VPS and the

performance degrades smoothly. Given such requirements,

one needs to determine how to route heterogeneous traffic

efficiently through multiple VPS.

4.1 Static Network Flow Problem

Suppose there are two VPs between an origin-destination

pair, We first consider a simple static network flow problem

for partitioning heterogeneous connections onto VI%, aim-

ing to achieve good multiplexing. This problem is indeed

an abstraction of routing permanent VCS in a VP network,

where the goal is to minimize the total bandwidth reserva-

tion in order to leave more free capacity in the networks. For

simplicity, we formulate the problem of routing two traffic

(VC) types with Gaussian traffic models, but the results ex-

tend to a general set-up using the nonlinearity of admissible

regions.

Consider two VPS with bandwidth c1, C2and two types

of Gaussian traffic streams as in $3. Assume there are ml

Type 1 and rz2Type 2 streams, and both have the same over-

flow probability requirement. We will consider two prob-

lems: first, whether this load is admissible, and second how

to partition (or route3 ) these connections onto two VPs in

order to minimize the total bandwidth requirement.

Suppose a fraction a of Type 1 and a fraction b of Type

2 traffic are sent to VP 1 and the remaining traffic is sent

to VP 2, then the bandwidth requirements rl, r2 on each VP

must satisfy the following inequalities:

c1 z rl = nlaml + n2bm2 + km (7)

C2 ~ r2 = n2(l–a)m1+n2(l –b)m2

+k&, (8)

where k is the QoS parameter, and V1 = nlao~ + nzbo~ and

V2 = nl(l –a)CJ~+n2(l –b)a~ are the variances of the ag-

gregate traffic on VP 1 and VP 2. The total capacity re-

quirement is then given by rl + r2 = nlrnl +nlmz +k(fi+

~). An optimal partitioning policy is a pair of (a*, b*)

such that (7) and (8) are satisfied, and (W+ fi) is mini-

mized (or equivalently rl + r2 is minimized).

Note that V = V1 + V2 = nl o; + n21s~ is a constant rep-

resenting the total variance of the aggregate traffic. We

can represent VI, Vz as fractions of V, e.g., V1 = W, Vz =

(1 – cx)V, et 6 [0, 1]. Since the contribution of ml,mz to

rl + r2 is constant, the total bandwidth requirement is deter-

mined by the variance VI, V2 on each VP. Hence determin-

ing (a*, b*) is equivalent to picking V1, V2 or alternatively u

such that F(cx) = @+- ~~ is minimized. Given

the shape of F(rx) in Fig. 6, F(cx) is minimized when u = 1

or u = O, i.e., send all traffic to one VP or the other.

However, we must meet admissibility constraints (7)

and (8), thus sending all traffic to the same VP might not be

possible if c1 or C2are not big enough. Nevertheless, based

on Fig. 6, it is essential to keep et close to 1 or O in order

to make F(a) small. In other words, a partitioning policy

should distribute the total variance V in an unbalanced fash-

ion so as to improve the efficiency of multiplexing.

I

F(ct)

o

Figure 6: F(a).

3The terms routing and partitioning are used interchangeably in this

discussion.
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Joint admissibility. We have shown in 52 that a nonlinear

admissible region can be obtained from the link’s bandwidth

and traffic statistics. In Fig. 7, we represent the joint admis-

sible regions for two VPS: VP 1 on the first quadrant and VP

2 on the third quadrant. A point S = (sl, S2) in the first quad-

rant represents a scenario where there are S1 Type 1 and 52

Type 2 streams in VP 1. Similarly a point T = (–tl, –t2) in

the third quadrant represents tl Type 1 and t2 Type 2 streams

in VP 2. A line segment ~ connected by two points in

the two regions represents S1+ tl Type 1 streams and S2+ t2

Type 2 steams jointly admitted to the system.

S’2

i
VP 1

tl

s~

VP 2

Figure 7: The joint admissible region.

Suppose nl = N~l and n2 = N~2, where ~1 + ~2 = 1. To

determine whether (nl, n2) are jointly admissible, one needs

to find points S and T such that R = = and the length

of ~ is equal to
T-

nl + n2. In fact, every feasible ST with

slope # is associated with a partitioning policy for traffic

with fractions ~1, f2, and there exists one ST (may not be

G
unique) having the largest length K“. If K* ~ rz2+ n2

then (nl, n2) are jointly admissible.

Lemma 4.1 To accommodate a maximum number of con-

nections with a given mix fl, f2, an allocation is made such

that one of the two VPS carries homogeneous trafic, and the

other VP carries mixed or homogeneous trafic.

See [13] for proof.

Optimal routing.

erogenous traffic

(n~ ,nz) are jointly

lem of partitioning

‘upPose!@=K*-sth’l’et-
with combined number of connections

admissible. Now we consider the prob-

them onto two VPS with a view on min-
imizing the total reserved bandwidth. We have shown that

one needs to distribute variance V onto two VPS in an un-

balanced fashion in order to increase multiplexing and min-

imize bandwidth reservation. Assume c1 > C2, then the ob-

jective is to determine the location of ~ so as to make V1

as large as possible. Since VI = S1a! + s2@, the point S of

optimal ~ will be on the admissible region boundary of VP

1 in order to make VI large.

Lemma 4.2 To minimize the bandwidth reservation, one

would pack the VP of larger bandwidth, and leave idle band-

width, if any, on the other VP. One of the VPS will carq

homogeneous trafic.

See [13] for proof.

Lemma 4.2 suggests that the VP of larger bandwidth

should be used as the primary VP, and traffic streams are

packed into the primary VP, leaving the second VP partially

occupied. The traffic fractions fl, f2 will affect how traffic

streams are packed onto VPS in order to achieve good mul-

tiplexing.

4.2 Routing with Dynamic Call Arrivals

In the previous section we showed that a careful partition-

ing of heterogeneous connections can reduce the total band-

width reservation because statistical multiplexing is affected

by the traffic mix on each VP. Now we consider the VP rout-

ing problem in a dynamic set-up.

Suppose the call arrivals of the two traffic types are mod-

eled by Poisson processes with rates L1 (A2) and each type of

call has an exponential holding time with parameter pl @2)

respectively. Instead of considering the admissibility or min-

imizing the bandwidth reservation, we consider the routing

problem with the objective of minimizing the blocking prob-

ability. The results in Lemma 4.1 suggest that multiplex-

ing is most efficient when each VP has unbalanced traffic

mixes. Based on this observation, we propose a simple al-

ternate routing algorithm which routes different traffic types

to separate VPS. That is, each type of traffic is assigned a

primary VP and a connection will be sent to its primary VP

if it is available. If the primary VP is unavailable, the other

VP is tried. The connection will be blocked if the second

trial fails.

The proposed algorithms are compared with other algo-

rithms under various traffic loads which are denoted pl = ~

and p2 = & respectively. In the simulations, both traffic

types are assumed to be on/off which have peak rates 1 and

0.5 with mean-to-peak ratios 10% and 90% respectively.

The two VPS have an identical bandwidth 25, with admis-

sible regions shown in Fig. 2. The routing algorithms we

compare are shown in Fig. 8 and explained below.
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A.

B.

c.

D.

Balanced-load scheme without re-trial. Connections of

each type will be sent to each VP with equal probabil-

ity. The loads sent to each VP are ~ (pl + pz).

Balanced-load scheme. The same as Algorithm A except

if the selected VP is unavailable, the other VP is tried,

Aggregated-load scheme. A VP will be assigned as the

primary VP for both traffic types. If the selected VP is

unavailable, the other VP is tried.

The proposed algorithm. Different traffic types are as-

signed separate primary VPS, so the offered loads on

each VP are pl and p2. If the selected VP is unavail-

able, the other VP is tried.

+(P1+P2)+ (—j-) .-&(P,+P2)&,JJ-)

+(,1+’2)+ 0—)+b+wq-j-)
A B

(pi+’2)& 0—)

D

“%....

c

“ -@o-)......%..
CD‘2 w

D

Figure 8: Four routing algorithms,

Simulation results. Based on the simulation results in Ta-

ble 1, we found the Algorithm A has the worst overall block-

ing probability. This is because Algorithm A uses static load

sharing without retrying the other path if the selected path

is unavailable. Hence a connection may be blocked unnec-

essarily. The difference in blocking probabilities of Algo-

rithm A and B strongly suggests that re-trial is worthwhile

in order to improve the performance. Algorithm D has the

smallest blocking probability under all traffic load combina-

tions, which ethos the observation found in the static net-

work flow problem, that unbalanced traffic mixes improve

the efficiency of statistical multiplexing. Intuitively an ef-

ficient multiplexing reduces the bandwidth reservation on

each VP, which in turn reduces the chance of blocking. This

is why the proposed algorithm has the best performance. Al-

gorithm B and C have roughly the same blocking probabili-

ties due to similar traffic mixes on the VPS. The traffic loads

ratios on each VP of Algorithm B and C are roughly equal

to the original offered loads ratio ~, so the multiplexing is

not as efficient as that in Algorithm D. From the results in

Table 1, we can conclude that a careful flow partitioning will

utilize the bandwidth of VP in a more efficient manner and

A B c D

PI Blocking probabilities for Type 1

p2 Blocking probabilities for Type 2

40 0.0597 I 0.0309910.03120 I 0.00221

45 0.0627 0.03149 0.03043 0.00149

50 0.0197 0.00462 0.00465 0.00069
25 0.0326 0.00913 0.00878 0.00095

25 0.0542 0.02796 0.02853 0.00289

50 0.0655 0.03405 0.03282 0.00290

Table 1: The comparison of blocking probabilities.

further reduce the blocking. The proposed algorithm is ro-

bust under various traffic loads, and most importantly, it is

simple to implement.

The choice of primary VP. We have shown that the pro-

posed algorithm achieves an order of magnitude improve-

ment in the blocking probability by sending different traf-

fic types to separate VPS. The key remaining question is

the choice of primary VP, i.e., which traffic type should be

sent to which VP. We did not encounter this issue in the

simulation results in Table 1 because the two VPs have the

same bandwidth, Hence it will not make any difference how

they are selected, However, this choice becomes important

when the VPS have different capacities. We shall compare

the blocking probabilities by simulating different choices of

primary VPs under various traffic loads.

The simulation set-up is as follows. The two traffic

types are those used previously in obtaining Table 1, and

the bandwidth of VP 1 and VP 2 are 25 and 35 respec-

tively. Based on intensive simulations, we found the “rule

of thumb” is to assign the VP of large bandwidth as the pri-

mary VP of the traffic type which might result in the largest

admissible number of homogeneous connections. In other

words, the traffic with smaller “effective bandwidth” is sent

to the larger VP. The heuristic is to carry a larger number

of connections on the VP, so as to to exploit the “economies

of scale.” In particular, the reduction in blocking probabili-

ties are more significant when the traffic with smaller “effec-

tive bandwidth” have higher offered load, e.g., see Table 2.

Specifically when the traffic loads are (100, 20), one can get

almost an order of magnitude improvement in the blocking

probability. Type 1 traffic has smaller effective bandwidth

than Type 2 in the simulations, so Type 1 should use VP 2 as

its primary VP. The results in Table 2 also suggest the same
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!1Offered loads II Type lto VPl / Type2to VPl 1

p2=0.09209 p2=0.00859
(50,70) pl=o.07594 pl=O.03626

p2=0.07676 p2=0.04662
(80,40) pl=O.03687 pl=O.00156

p2=0.07563 p2=0.00186
(40,80) pl=o.09131 P1=O.05813

p2=0.08794 p2=0.06975
(100,20) pl=O.00834 pl=O.00138

u p2=0.02108 I p2=0.00296 ~

ous otherrouting policiesthatdo notexplicitlydeal with the

heterogeneous character of the traffic load.
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